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Deployed Multi-Hop Sensor Networks

- Battery-powered sensor nodes require low-power operation
- Low-power radio with small communication bandwidth
- Communication is limited to the wireless channel
- System health monitoring using end-to-end metrics

Root Causes of an Observed Performance

cannot be identified using
- End-to-end metrics, e.g., end-to-end delay

- Testbed experiments in a different environment
« Simulation Two MSP430-based sensor nodes

How can we analyze the performance of a wireless
multi-hop network in detail under these constraints?

Reconstruction of the Path, the Per-Hop Order and the Per-Hop Timing of Individual Packets

Packets of Different Sources Travel Together The Problem of Path Changes

Problems
@) - Uncertainty in path observations right
before and after a parent change

/ - Risk of inferring wrong information
First-hop Solution

r : :
Per-packet information ~ Receiver Limit packet analysis to subset of packet

* Source node address First-hop CHANGED stream for which packet correlation is safe
- First-hop receiver address Receiver

- Packet generation time (imprecise)
- Arrival time at the sink - —— :
« Generation sequence at source Nodes generate and DEflnltlon: REIIabIe PaCkEt

forward packets A packet k is reliable if it fulfills two properties: From our
observations at the sink, we can guarantee that (i) packet

m k can only have travelled along exactly one path N, and

FIFO packet queues ” thﬁt S.i) the Ic()rder relatiorj betwelen paci:<et kka nd any other
@ Sink reliable packet m is consistent along all packet queues in
/

the network including the sink.
Testbed Validation \>
- Two state-of-the-art data collection protocols

- Up to 92 real sensor nodes in a testbed
- More than 150 hours of testing
- Simulation of 100-node line topology for scaling tests

.

Exemplary Application:
Health Monitoring

FIFO P
Per-nop packet timing serves as a proxy for the
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Real-World Deployment Data Full path including timing and ordering can be
Analysis of more than 140 million packets reconstructed for >92.6% of all packets
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