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GSN (Global Sensor Networks) [1] 
 - Extensible streaming middleware
 - Support for semantic annotations 
 - Online modeling capabilities [2]
    - Queries over models or data streams 
 - Distributed processing through zeroMQ messaging
    - Fast and transparent communication
      between virtual sensors

Leveraging user’s own devices  as part of the “infrastructure”
Rich sensors environment (internal + external + virtual)

Competing for system resources  like CPU, memory, battery, ...
... but also user’s attention
The goal is to minimize the load on the device and the user.

Two approaches :

 

And other sources of information

Efficient on-device data processing
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Infrastructure for Crowdsourcing Environmental
Monitoring

OpenSense2

Adaptively enable sensors
Driven by application need and 
sensor availability 
Collaborate with other devices

Continuously sense everything
Richer dataset, training data
Performing data-mining offline

Symbols can be mapped to semantic meaning (not always)
Level-0: taken from global data distribution
   - Using SAX, clustering, quantiles, expert knowledge,…
   - Suitable for data-mining
Level-i: patterns composed of level-(i-1) symbols
   - Using online state recognition
   - Maintain the recent history in a transition matrix
   - Predictability to infer state changes

Distributed and scalable infrastructure Users’ own devices for data collection

Mobile sensors on roof of trams and buses 
in Zürich, resp. Lausanne, collecting air 
quality information and providing meta infor-
mation: location, sensor type, ...
Official federal references stations (NABEL)
Different interpolation models including land 
use information. [4]
Expert knowledge and regulatory limit 
values for setting thresholds and color 
scales. 

To reduce communication, processing and storage load, using the smart-
ness of the sensors or sensing device
The idea: aggregating the data into meaningful symbols and perform the 
usual processing and machine learning tasks on them. [3]
Several levels of symbolic representation can be used (abstraction level)

Constraints: 
   - Unsupervised learning
   - Online processing
   - Limited memory use and processing power
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