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Motivation and Challenge

Demand for Hardware Acceleration Current simulation
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Solution — GPGPU Acceleration Simulation Framework

Target Architecture Parallel Target - Parallel Simulator - Parallel Host
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Target Architecture Host Platform Simulation Features
Simulator QEMU CUDA
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*Portability (Target Independent) Platform
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Experimental Results Comparison with OVPSim
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i OVPSim — State-of-the-art parallel simulator on Multi-core Host
500 § § HVISS-ARM BEQOVPSIm
Ayl == Data Scratchpad g o | - 1000 Bett_er simu{ation performance with
% 300 L ¥ E | 800 increasing number of cores
ISA ®==  |nst Scratchpad 200} - éﬁ | 700
10:_ ETDQEH EDDEEE? 512 02 JOJS § | Zgg ~800X Speed up
Single tile of o Breakeven at simulation of 512 cores
target Accelerator 600 MIPS’ 800X Speed Up from mUIticore hOSt 0 3 64 128 256 512 1024 2048 4086
NN NCC =MM EZEIDCT [ IDQ [ JFFT EEP Eifs§ EPCC .
| — Conclusion
— itch — o §
*  Challenge - and parallel simulator for heterogeneous SoCs
Caches 8 tEE = Solution - Parallelize 1000 core simulation using GPUs
* In- "ﬁ ] = Design - Full System Simulation using QEMU and SIMinG-1k

50 MIPS, 350x speed up from multicore host " Results - High Scalability and speedup upto 4096 cores




